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What is a GPU?

Tesla K40 (2013)

Kepler architecture

2880 processing cores

4.5 TFLOPS peak (SP)

288 GB/s memory bandwidth

Deep memory hierarchy

Programmed using a thread model

Architecture abstraction is known as CUDA

High performance means exposing parallelism

Diversity of programming languages

CUDA C/ C++ / Fortran / Python etc.

Each generation available in variety of power 

envelopes

From 250 watts server to <10 watts SOC
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Introducing NVLINK and Stacked Memory

NVLINK
GPU high speed interconnect

80-200 GB/s

Planned support for POWER CPUs

Stacked Memory (HBM)
4x Higher Bandwidth (~1 TB/s)

3x Larger Capacity

4x More Energy Efficient per bit

Introduced with Pascal in 2016

16-bit precision
2x Performance (vs. FP32)

2x Performance per watt (vs. FP32)
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US to Build Two Flagship Supercomputers

IBM POWER9 CPU + NVIDIA Volta GPU

NVLink High Speed Interconnect

>40 TFLOPS per Node, >3,400 Nodes

2017

SUMMIT SIERRA
150-300 PFLOPS 

Peak Performance
> 100 PFLOPS 

Peak Performance

Major Step Forward on the Path to Exascale
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Just 4 nodes in Summit 
would make the Top500 list of 

supercomputers today 

Similar Power as Titan
5-10x Faster 

1/5th the Size

150 PF = 3M Laptops
One laptop for Every Resident in 

State of Mississippi
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GPUs in Radio Astronomy

GPUs are already commonplace for telescope correlators

GMRT - India

LEDA – United States of America

LOFAR – Netherlands 

Molonglo - Australia

MWA – Australia

PAPER – South Africa

LOFAR

LEDA 

MWAGMRT PAPER
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Software Correlation Flexibility

Why do software correlation?

Software correlators inherently have a great degree of flexibility

Software correlation can do on-the-fly reconfiguration

Subset correlation at increased bandwidth

Subset correlation at decreased integration time 

Pulsar binning

Easy classification of data (RFI threshold)

Software is portable, correlator unchanged since 2010

Running on 2016 architecture in 2014 in emulation

Easy to prototype and upgrade
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Cross correlation is essentially GEMM

Cross Correlation on GPUs
Top 100 compute kernels

1. GEMM

2. FFT

3. ...



11

S
G

E
M

M
 /

 W

2012 20142008 2010 2016

48

36

12

0

24

60

2018

72

Tesla Fermi

Kepler

Maxwell

Pascal
Mixed Precision
3D Memory
NVLink

Volta

GPU Roadmap



12

The End of Moore’s Law?

Moore’s law is slowing down

More accurate to say cost is increasing

More opportunity for improved 

architecture efficiency @ iso process

0
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Fermi Kepler Maxwell

Cross correlation benchmark @ 28nm

Compare Fermi vs. Kepler vs. Maxwell 

architectures @ 28 nm

GF117 (2010): 96 cores, peak 192 GFLOPS

GK107 (2011): 384 cores, peak 770 GFLOPS

GM107 (2013): 640 cores, peak 1330 GFLOPS

Use cross-correlation benchmark
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Deep Learning
Biggest growth area in CS research centred on 

convolutional neural networks
Buzz word is deep neural networks

Deep learning is a step function in perceptive computing

Unlimited number of applications
Voice recognition

Image labeling

Self-driving cars

All big internet companies are jumping on this

Training neural networks requires huge compute
Computations are batched convolutions

Computation flow: FFT -> CGEMM -> IFFT

Data precision is typically 5..16 bits per real component

Large data sets, in the future will require fast network

Sound familiar?

GPUs are the leading technology

We are evolving GPUs to maintain this leadership

Video search

Shazam

Astronomy
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Super-linear with Moore’s Law

Power scales with the square of the multiplier (approximately)

GPUs have historically used FP32 / FP64 computation

Significant power to be gained from using minimum precision required 

Pascal (2016) introduces 16-bit at double 32-bit rate (at fixed power)

Volta (2017/2018) will likely continue this trend

Algorithms should increasingly use hierarchical precision

Only invoke in high precision when necessary (long-term accumulation)

Signal processing folks known this for a long time

Lesson feeding back into the HPC community...
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Energy Efficiency Drives Locality

20mm

64-bit DP

1000 pJ

28nm IC

256-bit access
8 kB SRAM 50 pJ

16000 pJ DRAM Rd/Wr

500 pJ Efficient off-chip link

20 pJ 26 pJ 256 pJ

256

bits
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Energy Efficiency Drives Locality

1

10

100

1000

10000

100000

FMA Registers L1 L2 stacked network

1. Correlate

2. Transmit

3. Calibration and 

Imaging
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Correlator Efficiency
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~1 TFLOPS sustained

~2.5 TFLOPS sustained

0.35 TFLOPS sustained

2016

128

256

2018

Volta*

~5 TFLOPS sustained

*projected
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What to expect in 2019

Volta +1 architecture

Process scaling consistent with Larry’s 3 year scaling from 2016

Each GPU capable of sustaining 100 TOP/s / 12 TCMAC/s @ 250 watts 

64 GB stacked memory @ 2 TB/s per GPU

Intra-node network 200 GB/s per GPU

PCIe gen 4 x16 @ 32 GB/s per direction

(other improvements may happen with respect to inter-node network)

Disclaimer: these numbers are conjecture 

based on present trends and do not 

represent a commitment to product
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ngVLA Assumptions

256 dual pol stations

50 GHz total bandwidth

Compute required is 52 PFLOPS = 6.5 petaCMAC/s

Data digitized at 3-bit resolution and sampled at 2x Nyquist rate

262,144 channels

Integration time of 0.4 seconds

Correlator output at 32-bits per real number
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Possible configurations circa 2019

FX correlator

8x 40 GbE

X only
(hybrid)

ARM

HDR IB HDR IB

GPU

digital 

input

corner 

turn

GPU

x 512 nodes = 13 racks

$19K per node

$10 M total

185 kW total

output
40 GbE

ARM

100 GbE

100 GbE

GPU

x 384 nodes = 10 racks

$15K per node

$5.8 M total

166 kW total (excluding F)

output
40 GbE

GPU

100 GbE

X + cal + img
(assuming ~1:1 workload)

ARM

100 GbE

100 GbE

GPU

GPU

100 GbE GPU

GPU

x 384 nodes = 10 racks

$25K per node

$9.6 M total

282 kW total (excluding F)

100 GbE 100 GbE

channelized

input
channelized

input
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Possible configurations circa 2019
(using 2017 GPUs)

FX correlator

8x 40 GbE

X only
(hybrid)

ARM

HDR IB HDR IB

GPU

digital 

input

corner 

turn

GPU

x 512 nodes = 13 racks

$19K per node

$10 M total

264 kW total

output
40 GbE

ARM

100 GbE

100 GbE

GPU

x 452 nodes = 12 racks

$15K per node

$6.8 M total

250 kW total (excluding F)

output
40 GbE

GPU

100 GbE

X + cal + img
(assuming ~1:1 workload)

ARM

100 GbE

100 GbE

GPU

GPU

100 GbE GPU

GPU

x 452 nodes = 12 racks

$25K per node

$11.3 M total

431 kW total (excluding F)

100 GbE 100 GbE

channelized

input
channelized

input
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2019 assumptions

Prices based on single unit list prices (google.com/shopping or newegg.com)

Per GPU cost in 2019 $5000 ~ Tesla K80 ($5000)

Dual 100 GbE PCIe card 2019 cost ~ dual 40 GbE card today ($500)

Quad port 40 GbE card 2019 cost ~ quad 10 GbE card today ($640)

HDR PCIe card 2019 cost ~ EDR PCIe card cost today ($1700)

512 port HDR switch 2019 cost ~ 648 port EDR switch cost today ($150,000)

Multi-core ARM cost $1000

Add $3000 per node for motherboard + memory

Power assumptions based on current observations and overly simple

2019: 90 Top/s @ 250 w X-engine, 150 w cal + img, 100 w F-engine, 20 w idle

2017: 58 Top/s @ 250 w X-engine, 200 w cal + img, 100 w F-engine, 20 w idle

CPUs burn 50 w constantly

Ignore network power costs
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Conclusions

ngVLA raises the bar for signal processing

No end in sight in power efficiency improvements

Modest improvement from Moore’s law

Larger improvement from more efficient architecture

GPUs are a compelling architecture to meet the processing needs

Off-the-shelf technology

Prototyping and development can be done now

Deploy using the latest technology when required with no lead time

Let the science dictate the correlator not the other way round
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Where can GPUs be Applied?

CSP / Cross correlation

Algorithm is similar to CGEMM (maps perfectly to GPUs)

High performance open-source library         https://github.com/GPU-correlators/xGPU

PFB – Computational intensity increases with number of taps

SDP / Calibration and Imaging

Gridding - Coordinate mapping of input data to a regular grid

Arithmetic intensity scales with kernel convolution size

Compute-bound problem maps well to GPUs (e.g., Romein 2012)

Dominant time sink in SDP pipeline

Other image processing steps are ideal for GPUs

CUFFT – Highly optimized Fast Fourier Transform library

Coordinate transformations and resampling (GPU’s day job)

https://github.com/GPU-correlators/xGPU
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The End of Historic Scaling

C Moore, Data Processing in ExaScale-Class Computer Systems, Salishan, April 2011



26

How Parallel is the Correlator?

ngVLA specifications

256 dual-pol stations => 130,816 visibilities

262,144 frequency channels

50 GHz bandwidth

Correlator

52 PFLOPS of computation ( 6.5 PCMAC/s )

Data-parallel across visibilities

Task-parallel across frequency channels

> O(10 billion-way) parallelism


