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Abstract—Relative to traditional waveguide feeds, phased array feeds (PAFs) for radio telescopes can increase the instrument field of view and sky survey speed. Unique challenges associated with PAF observations, including extremely low signal levels, long-term system gain stability requirements, spatially correlated noise due to mutual coupling, and tight beamshape tolerances, require the development of new array signal processing techniques for this application. We propose a calibration and beamforming strategy for PAFs including interference mitigation with power spectral density (PSD) estimation bias correction. Key efficiency metrics for single-feed instruments are extended to the array case and used to verify performance of the algorithms. These techniques are validated using numerical simulations and experimental data from a 19 element PAF on the Green Bank 20-Meter Telescope.
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I. INTRODUCTION

From the earliest days of radio astronomy (RA), detecting faint deep space sources has pushed available technology to extreme performance limits. Early progress was driven by improvements in hardware [1], [2] with relatively straightforward signal processing and detection techniques. With the advent of large synthesis arrays, signal processing algorithms increased in sophistication [3]. More recently, interest in phased array feeds (PAFs) has opened a new frontier for array signal processing algorithm development for RA observations.

Array feeds in use at present consist of multiple traditional waveguide feed horn antennas providing independent sky mapping pixels with low main beam overlap [4]. The feeds are typically not processed jointly as a sensor array. Since waveguide feeds are physically large, the elements cannot be packed tightly enough to provide a continuous image in one snapshot. To achieve continuous sky coverage and greater control over beam patterns, several research groups are developing phased array feeds (PAFs) consisting of closely spaced, electrically small elements [5]–[8]. Such an array provides a number of advantages over traditional feeds, including multiple steered beams, sensitivity optimization with respect to the noise environment, and interference cancelation.

Phased array feeds are already in use for communications applications, but for RA, PAF development has been slower. NRAO developed an early 19 element array of sinuous antennas [5]. The Netherlands Foundation for Research in Astronomy (ASTRON) has demonstrated good illumination efficiency for a wideband, dual polarized Vivaldi array [8]. The Canadian National Research Council has developed a Phased Array Feed Demonstrator (PHAD), also of Vivaldi elements [7]. The Australian Commonwealth Scientific and Industrial Research Organization (CSIRO) is developing a wideband connected checkerboard array. The Karoo Array Telescope (meerkAT) being developed in South Africa will be upgraded to a PAF implementation. ASKAP and meerkAT are Square Kilometer Array (SKA) pathfinder instruments [9].

Brigham Young University and NRAO have had a collaborative effort in PAF development since 2003. We first successfully demonstrated beamforming and RFI mitigation with a seven element hexagonal array on a three meter reflector in 2006 [10]. A 19 element, L-band dipole array was deployed on the NRAO Green Bank 20-Meter Telescope in 2007 for a series of experiments to measure aperture and spillover efficiency, demonstrate multiple beam formation, and test RFI mitigation algorithms with real and simulated interference sources (see Figure 1). Experimental results from the 19 element array are reported in this paper.

Due to extremely low signal levels and high stability requirements for astronomical instruments, successful application of PAFs in radio astronomy requires the development of new array signal processing strategies. In this paper, we develop a calibration procedure and a “fixed-adaptive” beamforming approach for PAFs that delivers sufficient gain and sensitivity for radio observations while maintaining control over beam pattern sidelobes and system noise. To verify performance of the algorithms, we extend efficiency metrics used for single-feed instruments to the array case. Radio frequency interference (RFI) is a significant and growing problem for astronomical observations, but adaptive interference cancelation is not compatible with the high gain stability requirements of radio astronomy due to pattern ruffle. We apply a power spectral density (PSD) pattern rumble bias correction algorithm to a 19 element focal plane array and verify the performance of the algorithm using numerical simulations.

In addition to presenting these new results on array signal processing for PAFs, a second purpose of this paper is to define the radio astronomy phased array feed signal processing problem as an important regime for algorithm development work, particularly in view of the planned future synthesis imaging arrays of medium sized dishes that will use PAFs. The emphasis is on unique challenges as compared to typical...
applications in communications, radar, sonar, or remote sensing. These issues, and the models, analysis, and experimental results presented here, apply both to single dish telescopes and interferometric arrays of many dishes, each with a PAF at its focal plane. Some of the special conditions encountered in astronomical signal processing are:

1) **Radiometric detection**: A basic observational mode in RA is “on-source minus off-source” radiometric detection. This requires stable power estimates of i) system noise plus weak signal of interest, and ii) noise power alone with the sensor steered off the signal of interest. The standard deviation of the noise power estimate determines the minimum detectable signal level, so that long integration times (minutes to hours) are required.

2) **Low SNR**: Deep space signals are extremely faint. SNRs of −30 to −50 dB are routine.

3) **Low system temperatures**: With cryo-cooled LNAs, receiver noise temperatures can be as low as 5 K at L-band, including LNA noise, waveguide ohmic losses, and downstream receiver noise. With high spillover efficiency and low PAF pattern sidelobes, sky and spillover noise increase system temperatures nominally to 15 K. Traditionally, this is an antenna design issue, but for PAFs it becomes an array signal processing problem.

4) **Stability**: System gain fluctuations increase the receiver output variance and place a limit on achievable sensitivity that cannot be overcome with increased integration time. For a PAF, response fluctuations caused by beamformer processing must be controlled or mitigated.

5) **Calibration**: Sensitive observations will require well-calibrated beamformers. Optimal performance will be achieved with periodic calibration on measured responses for bright astronomical sources to compensate for receiver phase and amplitude drifts.

6) **Bandwidth**: Some scientific observations require broad bandwidths of an octave or more. Digital beamforming over such large bandwidths poses a serious challenge.

7) **Mutual coupling**: Strong electrical coupling between closely packed array elements leads to increased noise correlation and affects the optimal beamformer for a given observation scenario.

8) **Radio frequency interference (RFI)**: Observations in RFI environments outside protected frequency bands are common. Interference levels below the noise floor may be as problematic as strong interferers, since they are hard to identify and attenuate. Cancellation approaches also cause pattern rumble which limits sensitivity.

The goals of this paper are to present new results addressing these signal processing challenges for PAFs, and to motivate further progress in hardware and algorithm development needed to realize science-ready array feeds. Section II presents mathematical models for signal and noise, and describes our calibration procedure. Section III discusses challenges of weak signal detection in the RA environment and derives expressions for antenna performance metrics such as sensitivity and efficiencies. Use of PAFs for mitigating interference is addressed in Section V. Concluding remarks are found in Section VI, and notation is defined in the Appendix.

**II. Signal Model**

**A. Sensor Array and Beamforming**

We assume narrowband operation so \( B \ll D/c \), where \( B \) is bandwidth, \( D \) is the PAF diameter, and \( c \) is the speed of light. As illustrated in Figure 2, the \( P \) element PAF produces a length \( P \times 1 \) baseband data vector at time sample \( n \):

\[
x[n] = a s[n] + \sum_{q=1}^{Q} v_q[n] d_q[n] + n[n]
\]

where \( s[n] \) is the signal of interest (SOI), \( n[n] \) is noise, and \( d_q[n] \) is one of \( Q \) “detrimental” interfering sources. Vectors \( a \) and \( v_q[n] \) are normalized array responses to unit amplitude point sources in the far field at directions corresponding to \( s[n] \) and \( d_q[n] \) respectively. \( v_q[n] \) is non-stationary over the long term due to interferer motion. Since motion is relatively slow compared to the sample rate, over \( L \) time samples called the “short term integration (STI)” window, the \( v_q[n] \) are approximately constant. Large bandwidths of interest in RA (e.g. up to an octave) can be handled by subband processing, computing successive windowed FFTs for each sensor, and repeating the architecture of Figure 2 in each frequency bin.

Assuming zero mean signals, the sample covariance matrix

![Fig. 1. Top: 19 element BYU/NRAO L-band PAF and front end box with low noise amplifiers and downconverters behind the array. Bottom: PAF mounted on Green Bank 20-Meter Telescope (October, 2007).](image)
for the \( j \)th STI window is defined as

\[
\bar{R}_{x,j} = \frac{1}{L} \sum_{n,j=1}^{(j+1)L-1} x[n]x^H[n] = \frac{1}{L} X_j X_j^H
\]

where a distinct \( w_{i,j} \) is computed for each mainlobe steering angle, \( \Omega_i \). For fixed beamforming, \( w_{i,j} \) will not depend on \( j \). 

For adaptive interference canceling or sensitivity optimization, \( w_{i,j} \) is recomputed at each STI window based on covariance estimate \( \bar{R}_{x,j} \) using any of the beamformer methods described in section V.

In a practical PAF scenario the beams are steered in a hexagonal grid pattern with crossover points at the -1 to -3 dB levels. The total number of beams, \( K \), is limited by the maximum steering angle (which is determined by the diameter of the array feed), by the acceptable limit for beam distortion, or coma, and by the available processing capacity.

B. Noise Model

Because of the importance of low system noise for astronomical instruments, a sufficiently detailed model for \( n[n] \) is essential to signal processing algorithm studies. For phased array feeds, the correlation structure of the noise is particularly important, and a simple, uncorrelated noise model is inadequate. Noise components for a typical reflector antenna system are i) spillover noise from the warm ground seen by the feed beyond the rim of the obscuring reflector dish, ii) sky noise from the atmosphere and cosmic background radiation, iii) noise caused by ohmic losses in antenna elements, and iv) receiver noise due mainly to front end amplifiers. Since the spillover noise arrives at the feed from a limited angular region, it is strongly correlated across the array. Front end amplifier noise is also strongly correlated due to mutual coupling between array elements. The beamformer must account for this correlation to achieve an optimal reflector illumination pattern and reduce spillover and receiver noise. In general, the noise correlation matrix has the form

\[
R_n = E\{n[n^H]\} = R_{sp} + R_{sky} + R_{loss} + R_{rec}
\]

where \( R_{sp} \) is the spillover noise correlation matrix, \( R_{sky} \) is the sky noise contribution, \( R_{loss} \) represents thermal noise from the antenna elements, and \( R_{rec} \) is due to noise added by the front end amplifiers and receiver chains.

A numerical model for an array feed system can be developed using antenna analysis techniques and microwave network theory. By the electromagnetic reciprocity principle, the signal response \( a_k \) of the array can be obtained from the embedded array element radiation patterns \( \vec{E}_m(\Omega) \), which are defined by driving the \( m \)th element with a unit input current excitation while the other element terminals are open circuited. The spillover noise response can be obtained by integrating the element patterns with respect to the angular thermal noise distribution. The spillover noise correlation matrix is \([11]\)

\[
R_{sp} = 16k_bT_{ground}BQA_{sp}Q^H
\]

where \( k_b \) is Boltzmann’s constant and \( B \) is the system noise equivalent bandwidth (noise temperature in degrees Kelvin is related to the noise power spectral density by \( k_b T \)). \( Q \) is the relationship between open circuit voltages at the antenna terminals to receiver output voltages and can be obtained using network theory \([12]\). \( A_{sp} \) is a matrix of pattern spillover overlap integrals given by

\[
A_{sp, mn} = \int_{\Omega_{sp}} \vec{E}_m \cdot \vec{E}_n d\Omega
\]

where \( \Omega_{sp} \) is the solid angle from the reflector rim to the horizon. The receiver noise \( R_{rec} \) can be modeled using the network approach of \([12], [13]\). Array mutual coupling leads to correlation of front end amplifier noise and \( R_{rec} \) is in general non-diagonal. Sky noise \( R_{sky} \) is usually less important than other contributions at microwave frequencies and will be neglected here. In the numerical results presented in this paper, the elements will be modeled as lossless, so that \( R_{loss} = 0 \).

C. Calibration

Due to strict beampattern stability requirements, it will be necessary to perform periodic calibration on the array to correct for electronic phase and gain responses which may drift differentially over time. Characterization of changes in the LNA noise temperatures is also important.

Bench-top pre-calibration is of no practical use beyond gross gain characterization. Calibration must include all reflector, element pattern, mutual coupling, and array support structure effects. The reference source must appear in the far field with no multipath, so for the large instruments in question, it is not realistic to provide a fixed man-made source. Long integrations on the brightest available deep-space sources as calibrators are required. In the northern hemisphere the two brightest continuum (broadband) calibrator sources are supernova remnant Cassiopeia A and radio galaxy Cygnus A.

Since multiple simultaneous beams are possible with a PAF, calibration must be performed for each direction, \( \Omega \), corresponding to a beam’s boresight, and any additional directions where point constraints in the beampattern response will be placed. Our proposed calibration algorithm is as follows:

1) Steer the dish to a relatively empty patch of sky so \( x[n] = n[n] \), and collect a long term (large \( L \), e.g. 10
minutes) sample covariance estimate for the noise field, \( \mathbf{R}_n \) using (1).

2) While tracking the brightest available calibration point source, steer the dish to calibration angle \( \Omega_i \) (relative to this source). The observed signal model is
\[
\mathbf{x}[n] = \mathbf{a}_{\Omega_i} s[n] + \mathbf{n}[n],
\]
where \( s[n] \) is the calibrator source signal and \( \mathbf{a}_{\Omega_i} \) is the desired calibration vector. Calculate \( \mathbf{R}_{\Omega_i} \) using (1) and the same \( L \) as in step 1.

3) Repeat step 2 in a grid pattern corresponding to the desired distribution of beam centers and constraint points, e.g. for \( \{\Omega_i \mid 1 \leq i \leq K\} \).

4) The estimated calibration vector is given by
\[
\hat{\mathbf{a}}_{\Omega_i} = \mathbf{u}_1,
\]
where \( \mathbf{u}_1 \) is the dominant eigenvector of \( (\mathbf{R}_{\Omega_i} - \mathbf{R}_n) \).

It is necessary in step three to subtract off \( \mathbf{R}_n \) since noise is strongly correlated and even with long integration times, the available calibrator sources do not dominate the noise subspace sufficiently to keep \( \mathbf{n}[n] \) from perturbing \( \hat{\mathbf{a}}_{\Omega_i} \).

### III. SIGNAL DETECTION

Detecting a signal that is many dB below the noise floor requires accurate power estimates of the noise plus signal power (an “on” measurement) and the noise alone (“off” measurement). Differentiating of the two measurements yields a signal power estimate. The minimum detectable signal level is determined by the standard deviation \( \Delta T \) of the noise temperature (power) estimate. If the system gain is stable, it is well known that \( \Delta T \) decreases inversely as the square root of the integration time. If the receiver gain is not stable and gain variability is not compensated for by calibration, then \( \Delta T \) decreases initially but asymptotically approaches a fixed limit according to [1], [2]

\[
\Delta T = T_{\text{sys}} \sqrt{\frac{1}{Bt} + \left( \frac{\Delta G}{G} \right)^2} \quad (6)
\]

where \( \Delta G/G \) is the standard deviation of the gain relative to the mean. \( T_{\text{sys}} \) is the system noise temperature in Kelvin, which by convention is referred to available power at the antenna terminals.

To illustrate the integration and stability requirements for astronomical observations, a moderately intense radio source may have an intensity of 50 mJy (1 Jy = 10^{-20} W/m^2/Hz). The gain of a 20 meter reflector antenna is approximately 70 mK/Jy, so the equivalent antenna temperature due to the signal is 3.5 mK. A typical system noise temperature at L-band using cryo-cooled LNAs is 20 K, which implies an SNR of ~38 dB. At a processing bandwidth of \( B = 10 \text{ KHz} \), detecting the signal requires roughly one hour of integration time. Solving (6) for \( \Delta G/G \) indicates system gain, including variation or pattern rumble due to adaptive beamforming, must be stable to better than one part in \( 6 \times 10^3 \). Clearly, weak sources pose a significant detection challenge for a PAF, since the beamformer response must be stable enough to allow very long integration times.

An example of a spectral line observation is shown in Figure 3, using data from the BYU/NRAO 19 element array feed on the Green Bank 20-Meter Telescope. Sky catalogue object W49N is a strong OH maser source and can be detected with a relatively short integration time. Even so, in the on-source power spectral density (PSD) the signal is a small perturbation of the noise floor. Only by subtracting the on and off measurements can the spectral peak be identified near 1665.27 MHz.

This power-differencing mode of detection has implications in the array signal processing approaches which may be applied. Noise floor response stability between on-source and off-source beamforming is critical. Typical minimum variance methods (e.g. LCMV) may introduce variations in noise responses while minimizing total power in the presence of a variable or moving interferer. Pattern rumble correction may be required, as discussed in Section V-C.

![Fig. 3. On source, noise only, and relative difference power spectral densities for astronomical OH maser source W49N observed using the BYU/NRAO 19 element array feed on the Green Bank 20-Meter Telescope. The source intensity at the peak near 1665.28 MHz is approximately 200 Jy.](image)

### IV. BEAM SENSITIVITY AND EFFICIENCIES

The key performance metric for an array feed is SNR at the beamformer output, which is [11], [14]

\[
\text{SNR} = \frac{w^H \mathbf{R}_s w}{w^H \mathbf{R}_n w} \quad (7)
\]

where \( \mathbf{R}_s = \sigma_a^2 \mathbf{a} \mathbf{a}^H \) is the signal of interest correlation matrix.

The dependence of the SNR on the signal flux density is commonly removed to obtain “sensitivity,” defined as the effective receiving area relative to the system noise temperature,

\[
\frac{A_e}{T_{\text{sys}}} = \frac{k_B B}{F_s} \mathbf{w}^H \mathbf{R}_s \mathbf{w} \quad (m^2/K) \quad (8)
\]

where \( F_s \) (W/m^2) is the signal flux density in one polarization.

For a reflector antenna with a traditional horn feed, maximizing sensitivity involves a hardware-only tradeoff between aperture efficiency, which determines the received signal power, and spillover efficiency, which determines the spillover noise contribution. With a PAF, sensitivity is determined by the beamforming algorithm as well as the array and receivers.

To facilitate the joint hardware and algorithm design process required to optimize a PAF system, it is desirable to extend the figures of merit used in single-feed antenna design work, including aperture efficiency, radiation efficiency, and spillover
efficiency, to an array sensor. Using the electromagnetic reciprocity principle, there is a direct relationship between the power radiated by a transmitting antenna and the noise power received by the same antenna in a spatially isotropic thermal noise field, which allows these efficiency definitions to be extended in a rigorous way to receiving arrays [11], [15].

For a lossless, passive antenna, aperture efficiency is the signal power received relative to the signal power incident on the antenna. Since the signal output power for an array is scaled by receiver gains and beamformer weights, the beamformer output must be normalized to remove this scaling before computing the aperture efficiency. For a passive antenna in an isotropic noise field with brightness temperature \( T_{iso} \), the available noise power at the antenna terminals is \( k_b T_{iso} B \). By scaling the beamformer output to have the same property, aperture efficiency can be defined for an array as

\[
\eta_{ap} = \frac{P_s}{P_{inc}} = \frac{k_b T_{iso} B}{A_{ap} F_s} \frac{w^H R_{s} w}{w^H R_{iso} w}
\]

where \( A_{ap} \) is the physical area of the aperture and \( P_{inc} = A_{ap} F_s \). The response of the array to an isotropic thermal noise field at temperature \( T_{iso} \) up to a scale factor is

\[
R_{iso} = 16 k_b T_{iso} B Q A Q^H
\]

(10)

where the pattern overlap integral matrix \( A \) has elements given by (5) but with the integral evaluated over a full sphere.

Using (10) and (4), the beam spillover efficiency can be expressed as

\[
\eta_{sp} = 1 - \frac{T_{iso} w^H R_{sp} w}{T_{sp} w^H R_{iso} w}
\]

(11)

where \( T_{sp} \) is the brightness temperature in the complement \( \Omega_{sp} \) of the solid angle subtended by the reflector. This definition is equivalent to the IEEE standard convention for spillover efficiency, which is given for a transmitter as the ratio of power intercepted by the reflector to the total radiated power, and assumes a constant spillover temperature distribution. If a more detailed spillover noise model is desired, (4) and (5) can be modified to account for non-uniform brightness temperature distribution, such as warm ground and cooler sky above horizon. The beam radiation efficiency is

\[
\eta_{rad} = \frac{w^H R_{iso} w}{w^H (R_{iso} + R_{loss}) w}
\]

(12)

where \( R_{loss} \) here assumes that the physical temperature of the array elements is \( T_{iso} \). This quantity measures the effect of loss in the antenna elements on the system noise.

By inserting (9)-(11) into (8), the sensitivity can be expressed as

\[
\frac{A_e}{T_{sys}} = \frac{\eta_{rad} \eta_{ap} A_{ap}}{\eta_{rad} (1 - \eta_{sp}) T_{sp} + (1 - \eta_{rad}) T_a + T_{rec}}
\]

(13)

where \( T_a \) is the physical temperature of the array elements and

\[
T_{rec} = \frac{T_{iso} w^H R_{rec} w}{w^H (R_{iso} + R_{loss}) w}
\]

(14)

can be identified as a beam equivalent receiver noise temperature. To parameterize receiver noise performance as an efficiency, we can define the noise matching efficiency

\[
\eta_n = \frac{T_{rec,min}}{T_{rec}}
\]

(15)

where \( T_{rec,min} \) is the equivalent receiver noise temperature for a single, isolated receiver chain with optimal source impedance at the input. Due to mutual coupling, \( \eta_n \) is beamformer dependent and generally less than unity.

The goal with PAF beamforming is to achieve high aperture efficiency (9) while also minimizing the spillover and receiver noise, so that the sensitivity (8) is maximized. Previous studies have suggested the use of modeled field distributions in the focal plane to infer a set of beamformer weights [16]. A more rigorous approach is the conjugate field match (CFM) beamformer \( w = a_{\Omega} \). The CFM beamformer does not maximize sensitivity, however, and is inadequate for a high sensitivity RA instrument.

For a point signal of interest, sensitivity as defined in (8) is maximized with

\[
w = R_n^{-1} a_{\Omega}.
\]

(16)

Under assumptions of a single point source and no interference, this is equivalent within a scale factor to the classical max-SNR and MVDR (Capon) beamformers [14]. Typically, this type of statistically optimal beamformer is viewed as an adaptive algorithm. For RA, however, the noise environment is quasi-stationary, and \( R_n \) and \( a_{\Omega} \), are available as byproducts of the calibration procedure of Section II-C. The max-sensitivity beamformer can be used in what might be termed a “fixed-adaptive” mode which is data-dependent from a calibration phase but remains constant during observations. We recommend this approach for PAF beamformer design in all fixed beamforming, even when adaptive interference canceling is not needed. By optimizing sensitivity, the best possible trade-off is achieved between performance metrics such as spillover efficiency, aperture efficiency, and receiver noise. Due to the complexities of non-identical element patterns, correlated noise, mutual coupling, and the difficulty of measuring calibration vectors on a dense grid over the full pattern, including spillover region, other traditional deterministic beamformer design techniques intended to meet a specified dish illumination pattern are simply not practical.

To illustrate these considerations, we present modeled results for a PAF on a reflector consistent with the Green Bank 20-Meter Telescope \((f/D = 0.43)\). The PAF is a 19 element hexagonal array of dipoles with 0.6 wavelength spacing at 1600 MHz backed by a ground plane. The elements are modeled as lossless, so \( \eta_{rad} = 1 \). The field scattered by the reflector is computed using the physical optics approximation.

Results are shown in Figure 4 as a function of the minimum receiver noise temperature \( T_{rec,min} \), which is a measure of the quality of the receivers. The range shown for \( T_{rec,min} \) approximates a continuum of amplifier noise performance from typical communications systems to the cryo-cooled amplifiers used in radio astronomy systems. For small \( T_{rec,min} \), the beamformer under-illuminates the reflector and sacrifices aperture efficiency in order to reduce spillover noise. At \( T_{rec,min} = 5 \text{ K} \),
A. Challenges for Active PAF Interference Cancellation

Even with the potential advantages, active PAF interference canceling has to this point remained a research topic for radio astronomy. It has yet to become an operational tool at any of the world’s major instruments. We identify the following key challenges that can arise specifically due to active PAF interference cancellation. These must be resolved or better understood before adaptive canceling PAFs can be embraced in the radio astronomy community.

1) Mainlobe beam pattern distortion: Adaptive beamformers must distort the desired quiescent (interference free) beam pattern in order to place deep nulls on interferers [14]. For astronomy, even modest beamshape distortions can be unacceptable. A small pointing shift in mainlobe peak response, or more warm air, raising the observed sky temperature. By continuously adapting to this changing noise environment with the maximum sensitivity beamformer of (16), the fully adaptive PAF is shown to have lower total noise output than when weights are fixed at the optimal solution for the zenith pointing. For elevation dependent fixed-adaptive operation, the continuously adapting beamformer weights can be pre-computed from a calibration cut in elevation, and called up later from a lookup table as a function of pointing elevation. The CFM beamformer yields a minimum noise power level of 8.65 on the same scale as Figure 5 when applied to the same data set, and thus performs worse than either of the curves plotted.

V. RFI Mitigation

Perhaps the most compelling argument for an active, adaptive PAF as opposed to fixed beamformer weights is its potential for interference mitigation by placing spatial nulls in the direction of offending sources. As contemporary science goals increasingly require observing sources outside the traditional protected spectrum bands, a critical need is developing to deal will ubiquitous man-made interfering signals such as satellite downlink transmissions [17], [18], radar systems [19], [20], air navigation aids [21], wireless communications [22], and digital television broadcasts. A variety of mitigation methods have been studied by us and others for single dish observation, including adaptive filtering using a reference antenna [18], [23]–[25], time blanking [19], [20], and parametric signal estimation and subtraction [17]. Also, array spatial filtering has been studied by us and others for synthesis imaging with large dish arrays and beamformed aperture arrays [23], [26]–[30]. Post correlation interference mitigation has been used with the Parkes Telescope HIPASS horn feed array [31].

The phased array feed offers a promising new (for radio astronomy) approach to exploit the spatial structure of the interfering signal for mitigation. Any number of well known adaptive canceling beamformers or spatial filtering methods can be considered for PAF interference cancellation, including minimum variance distortionless response (MVDR), maximum SNR, minimum variance linear constraint (LCMV), subspace projection, generalized sidelobe canceler (GSC), and several robust constrained beamformers [14], [32], [33].

Figure 5 illustrates another promising advantage of using an adaptive PAF in RA applications. These are the first experimental results to demonstrate that a PAF can increase sensitivity by exploiting the non-istropic noise field as the dish tips to different elevation angels. With the dish pointed to zenith, the PAF spillover pattern sees warm ground. At mid elevations the upper spillover sidelobes see cold sky. At low elevations, noise in the dish main lobe begins to dominate since its oblique sight line through the atmosphere cuts through

\[
\eta_{\text{ap}} = 60\%, \ T_{\text{sys}} = 5.4 \text{ K}, \ \text{and} \ \frac{A_{\text{e}}}{T_{\text{sys}}} = 38.3 \text{ m}^2/K \] (these values are optimistic since the model neglects effects such as ohmic loss, blockage, and feed support scattering). With the suboptimal CFM beamformer, \( \eta_{\text{ap}} = 83\%, \ T_{\text{sys}} = 30.8 \text{ K}, \ \text{and} \ \frac{A_{\text{e}}}{T_{\text{sys}}} = 8.5 \text{ m}^2/K. \) The aperture efficiency for the optimal beamformer is lower than that of CFM, but the overall sensitivity is higher by 6.5 dB, which highlights the need for the noise-dependent beamforming strategy described above.
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A potential solution is to use one of several classical con-
strained adaptive beamformers [14], [34], [35]. More recent
developments in robust beamformers and could improve main-
lobe constraint performance in the presence of calibration
errors [33], [36]. These methods must be studied for suitability
in the PAF, large reflector, radio astronomy application.

Figure 6 illustrates some aspects of the problem. These
results are from a detailed full-wave simulation of a 20m dish
and 19 element PAF. INR was 40 dB and the interferer did
not encroach on the mainlobe or near sidelobes. A single
mainlobe constraint at the peak was employed. Note that
there is significant variation in the mainlobe even though
interference stayed in the deep sidelobes. This suggests that
several additional constraints would be needed over the 2-D
pattern to maintain shape.

2) Sidelobe pattern rumble: A more subtle undesirable
effect is that variations in the PAF dish illumination sidelobe
pattern ("pattern rumble") translate directly to an increase in
the minimum detectable signal level for the radiometer. Figure
11 below illustrates the sidelobe rumble effect.

Weak astronomical sources can only be observed by inte-
grating the received power for a long period to obtain separate
low variance estimates of signal plus noise power (on source),
and noise only (off source). Both signal and noise must
be stable to an extreme tolerance requirement over the full
integration time.

The noise field seen by the PAF is dominated by spillover
region thermal ground radiation, but this is non-isotropic due
to reflector blockage. Because of this anisotropy, even small
variations in the PAF sidelobe structure in the spillover region
can significantly perturb beamformer noise levels, causing
intolerable time variation. This occurs even if the beam pattern
mainlobe is held stable using constrained or robust beam-
former techniques. Figure 9 below illustrates the negative
effect on integrated noise floor estimates when adaptive can-
celation perturbs sidelobe patterns.

No known adaptive beamformer can maintain sidelobe de-
tailed structure while canceling a moving interferer. There
are insufficient degrees of freedom to constrain the entire
sidelobe pattern. A recent promising method provides both
mainlobe shape and maximum sidelobe level control for in the
presence of strong interference [37]. Though detailed sidelobe
structure is not maintained, peak sidelobe levels are kept below
a specified limit. Unfortunately the method requires calibration
information for the entire constrained sidelobe region. This is
impractical or impossible for the PAF fed RA telescope dish,
except in simulation.

3) Cancellation null depth: The typical astronomical signal
power level is 30 dB or more below the system noise. Cancel-
ing nulls must be deep enough to drive interference below the
SOI level, i.e. below the on–source minus off–source detection
limit, not just to the system noise level.

Most algorithms require a dominant interferer to form deep
nulls. Minimum variance methods (MVDR, LCMV, max SNR
etc.) which balance noise variance with residual interference
power cannot drive a weaker interferer far below the noise
floor. Zero forcing beamformers like subspace projection can
drive deeper nulls, but interference subspace estimation is
poor without a dominant signal, and null depth suffers. Short
integration times, needed to avoid subspace smearing with
moving interference, increase covariance sample estimation
error which also limits null depth.

We are studying a few approaches to solve this open prob-
lem. First, we have shown that use of auxiliary antennas
steered to obtain high interference-to-noise ratio (INR) data
can significantly improve cancellation depth when compared
to other array processing algorithms [23]. Second, low order
parametric models can be used to represent moving interfer-
ence covariance structure evolution over windows longer than
the STI stationarity time limit which typically bounds sample
covariance integration. Significant work remains to be done
on this topic.

B. PAF Adaptive Cancellation Methods

We will consider LCMV beamforming and subspace pro-
jection beamforming as representative adaptive canceling al-
orithms. At each STI the well known LCMV weight is
computed as [14]

\[ w_{i,j} = \Omega^{-1} B_i [B_i^H \tilde{R}_x^{-1} B_i]^{-1} f_i \]

(17)

where columns of \( B_i \) and response vector \( f_i \) define a set of
linear response constraints on the \( i \)-th beamformer steered to
\( \Omega_i \), such that \( B_i^H w_{i,j} = f_i \). These are typically used to control
mainlobe shape, and can be constructed from \( \hat{a}_i \) estimates
provided by the calibration of Section II-C.

The subspace projection beamformer has time-varying
weight vector given by

\[ w_{i,j} = P_j w_i, \quad P_j = I - U_{d,j} U_{d,j}^H \]

(18)
where \( \mathbf{P}_j \) is an estimate of the perpendicular projection matrix for the interference subspace, \( \mathbf{V}_j = [v_1[j], \cdots, v_Q[j]] \). \( \mathbf{U}_{d,j} \) contains normalized eigenvectors corresponding to the \( Q \) largest eigenvalues in the decomposition \( \mathbf{R}_{x,j} = \mathbf{U}_j \mathbf{U}_j^H \) such that \( \mathbf{U}_j = [\mathbf{U}_{d,j} \mid \mathbf{U}_{s+n,j}] \).

Fixed beamforming weight \( \mathbf{w}_i \) is designed for the desired quiescent beam response with mainlobe steered to \( \Omega_i \). Due to the difficulty in calibrating the PAF response over the entire spillover region, we advocate using the “fixed adaptive” beamformer of (16) using \( \mathbf{R}_n \) and \( \mathbf{a}_1 \), taken from the calibration procedure of Section II-C to calculate \( \mathbf{w}_i \). Alternatively, to provide additional mainlobe shape constraints in \( \mathbf{w}_i \), (17) can be used, replacing \( \mathbf{R}_{x,j} \) with off-source calibration \( \mathbf{R}_s \).

Figure 7 presents new observations obtained during our recent PAF experiments on the NRAO Green Bank 20-Meter Telescope. The improvement in signal of interest response using subspace projection beamforming to reject an interferer is quite significant.

C. Correcting Pattern Rumble Bias

We have recently introduced an algorithm [38], [39] which adapts the corrected spatial filtering approach of Leshem and van der Veen [40] to the problem of power spectral density (PSD) estimation with a sensor array. When conventional PSD algorithms are applied to the output of an adaptive beamformer, as in Figure 2, a significant bias error appears in the spectrum due to beampattern variation (pattern rumble) while tracking a moving interference. The new bias corrected subspace projection beamformer removes this error.

Instead of the cascaded beamformer and PSD estimator as seen in Figure 2, we proposed a joint adaptive canceler and estimator as follows

\[
\hat{S}_{yi} = \frac{\alpha}{M} \left( \mathbf{w}_i^H \otimes \mathbf{w}_i^T \right) \mathbf{C}^{-1} \sum_{j=0}^{M-1} \left[ \left( \mathbf{P}_j ^H \mathbf{X}_j \otimes \mathbf{\Gamma} \right) \right] ^T \cdot \left( \mathbf{P}_j \mathbf{F} \left\{ \mathbf{X}_j \otimes \mathbf{\Gamma} \right\} \right)^T \cdot \left( \mathbf{P}_j \otimes \mathbf{P}_j^* \right),
\]

where \( \mathbf{F} \left\{ \cdot \right\} \) denotes the \( N \) point one-dimensional fast Fourier transform along matrix rows, \( M \) is the number of FFT windows which are averaged, and \( \mathbf{w}_i \) and \( \mathbf{P}_j \) are defined in (18). Each row of \( \mathbf{\Gamma} \) is a copy of the tapered window (e.g. Hamming) used to reduce spectral leakage, and \( \alpha \) is a scale factor to correct bulk scale bias introduced by \( \mathbf{\Gamma} \).

It was shown that for a small uniform line array (19) produces an “effective beam pattern,” on average over the full integration interval, which exactly matches the quiescent beamformer that non-adaptive \( \mathbf{w}_i \) alone would produce [39]. Pattern-rumble-induced PSD bias is also removed. These corrections are accomplished while canceling the interferer. No other known adaptive array processor is capable of this.

Figures 8 – 11 present new results of a detailed numerical simulation for the electromagnetic response of a 19 element PAF on a 20m dish with a strong moving interferer seen deep in the dish sidelobes. The algorithm succeeds in maintaining a perfect effective beamshape for both the far dish pattern on the sky, and the PAF illumination pattern on the dish. An \( f/D = 0.33 \) was chosen for the simulation since it results in somewhat more pattern rumble than the \( f/D = 0.43 \) of the Green Bank 20-Meter Telescope.

These results are the first to demonstrate that bias correction is effective in a PAF and large reflector environment, including
non-identical, complex element response patterns, reflector beam focusing effects, strong mutual coupling, and correlated receiver and spillover noise. Previously, bias correction was only known to fully correct the effective beampattern for a uniform line array. The electromagnetic simulation used finite element modeling for the PAF, microwave network theory for receiver noise, and physical optics for the reflector.

Pattern rumble in the spillover region has biased the noise floor PSD estimate high, even with long integration, for both subspace projection and LCMV cancelers. The bias corrected algorithm solves the problem, bringing the noise floor down to the level that would be seen by the conventional fixed weight beamformer in the absence of interference.

For this experiment the total in-band power INR was +40 dB. The SOI is a multiband filtered Gaussian random process, seen as a step pattern between $-0.5\pi \leq \omega \leq 0.25\pi$. SNR was -5 dB, which though higher than a typical deep space source, provides a clearly readable illustration. The conventional beamformer PSD is completely dominated by the interferer, and would fail at estimating SOI spectrum inside the interference band. LCMV and subspace projection both effectively cancel interference, but raise the noise floor as seen in the inset. The bias corrected PSD completely cancels interference but has the same noise floor level as the non-adaptive conventional beamformer, outside of the interference spectrum.

The demonstrated level of noise floor bias due to uncorrected interference cancelation seems small, but would be catastrophic when trying to detect mJy and $\mu$Jy level space sources. This is particularly true since with a moving and perhaps intermittent interferer, the bias levels in on-source and off-source PSDs would be different.

Figure 9 shows the importance of bias correction for long integration detection. The simulation scenario matches Figure 8, but with no SOI. Total noise power sample estimates in beamformer output, $y_i[n]$, are shown for subspace projection with a strong interferer present. With increasing integration time the uncorrected subspace projection fails to converge due to pattern rumble bias. On the other hand, bias corrected subspace projection converges at the theoretical $t^{-1/2}$ rate toward the true power. For the example source described in Section III, the signal of interest would not be detectable until the integrated noise power estimate bias is below 3.4 mK.

Figures 10 and 11 show another significant aspect of bias correction. Simulated elevation cuts through the main beam (combined dish and PAF) and dish illumination pattern of the bare PAF array are shown. The same moving interferer scenario as in Figure 8 is used with the 19 element PAF and 20m dish. Patterns for each STI are over-plotted on the same axes to illustrate the range of variation over time. The solid black curve represents the effective bias corrected beampattern over the full integration window. It exactly matches the quiescent, fixed weight conventional beamformer.
projection matrices, $P_j$, formed during a run with the signal plus noise plus interference data. A new probing data set, $X_{\Omega_k,j}$, $0 \leq j < M$, is generated with a single far-field point source at angle $\Omega_k$, and no noise or interference. Effective response in direction $\Omega_k$ is computed using the previously saved $P_j$ with probe signal $X_{\Omega_k,j}$ in (19). The process is repeated for each plotted arrival angle.

The wide variation in main beam (dish and PAF) pattern over the STIs is entirely unacceptable for the precise radio-metric observations needed for credible astronomical science. This is why astronomers have not embraced adaptive array processing to deal with their interference mitigation problems. The bias corrected effective beam response resolves these concerns for PSD observations.

An interesting aspect of Figure 11 is the “hole” in the center of the pattern. The quiescent beamformer fixed weights were computed using (16) with calibration data. Apparently it is more important in the optimization to form sharper transitions to low sidelobe response at the dish edge than to enforce a smooth pattern across the dish. The hole covers only a small central area of the dish under the obscuring feed array. The sensitivity achieved with this solution is higher than any other illumination pattern possible for the 19 element PAF, including smooth response, hole-free patterns. For larger arrays, a characteristic FIR filter passband ripple pattern appears.

VI. CONCLUSIONS

Signal processing for radio telescopic phased array feeds offers a rich and challenging regime for algorithm development. Due to the extremely tight system tolerances and low noise requirements for astronomical observations, an accurate signal and noise model is required in order to assess the key factors that affect beamformer performance. This is especially true in regard to correlated spillover and receiver noise. In order to characterize the performance of a given beamformer, we have extended the standard definitions of antenna figures of merit, such as aperture efficiency, to an array feed. Even for non-adaptive beamforming, statistically optimal beamformer solutions will likely be required each time the array is recalibrated.

Of particular importance is the gain and pattern stability required for radiometric detection of weak signals. In the presence of interferers, adaptive algorithms which have adequate performance for communications applications are unusable for radio astronomy. The well known adaptive cancelers can lead to a system power bias which is small in absolute terms, but for astronomical observations would completely obscure weak signals of interest in many cases. We presented modeled results for a bias correction algorithm which removes the bias caused by pattern rumble associated with adaptive cancellation. Our initial experimental results are promising, but resolving the remaining open technical questions will require cooperative research in several disciplines, including sensor array processing, real-time signal processing systems, electromagnetics, antenna design, and astronomy.

APPENDIX

The following notation, operators and identities are used:

1) $E\{A\}$ : Expected value of random $A$.
2) $E_{m}(\Omega)$: Far-field electric field pattern at spherical angle $\Omega$ due to array element $m$.
3) $\lfloor a \rfloor$ : Floor operation, rounding toward zero.
4) $a^*$ : complex conjugate of $a$.
6) $A$ : estimate of $A$.
7) $A \otimes B$ : Kronecker matrix product.
8) $A \circ B = [a_1 \otimes b_1, \cdots , a_N \otimes b_N]$ , Khatri–Rao product.
9) $A \odot B$ : element-wise, or Hadamard array product.
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