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1 Motivation

The Atacama Large (sub)Millimeter Array (ALMA) is a large international observatory sponsored by agencies spread over three continents and potentially open to users worldwide. It uses imaging techniques and receiver technologies typically used for radio and millimeter observatories, but will explore spectral regions where cold thermal processes are important, so should appeal to traditionally Optical/IR astrophysicists who may be unfamiliar with these techniques and technologies. It will also have a very capable correlator, enabling multiple spectral windows with varying channel widths to be spread over a given receiver band. To enable users to make the most out of these features, ALMA will have several powerful but complex end-user software systems. These include the Observing Tool for setting up and submitting proposals (phase I) and observing commands (comprised of a series of “schedule blocks”; phase II); the ALMA Science Archive (ASA) for retrieving project information and data; the ALMA pipeline for processing raw data (visibilities) into calibrated data and reference images; and the Common Astronomy Software Applications (CASA) software system for offline data (re)processing and analysis. There will also be a variety of end-user products, including webpages (both regional and at the JAO), information on the Call for Proposal procedure, available observing modes, proposal generation and submission instructions, the Proposal Review Committee process, scheduling issues, schedule block construction, verification and submission, project status, and cookbooks, reference manuals and other documentation.

To help users make the most of these capabilities and to use these new software systems, ALMA will need a flexible helpdesk system for handling user queries about their data, observing techniques, ALMA hardware or software systems, or any other aspect of observing with ALMA (documentation, proposal timescales, etc.). Such queries will be referred to as helpdesk “tickets”.

This document defines the desired operational properties and requirements for the ALMA helpdesk system. It is intended to be detailed enough to enable the selection of a specific helpdesk system that should meet the needs of ALMA users worldwide. It also identifies some outstanding operational paradigms that may have a significant impact on the selection of a specific helpdesk implementation. These paradigms were not made specific requirements because they would lead to the selection of a specific software implementation over others, regardless of other requirements. These tradeoffs should be considered when selecting a helpdesk, but not necessarily at the expense of other requirements.

2 Supporting Material

2.1 Acronyms

ACA
ALMA Compact Array

ALMA
Atacama Large (sub)Millimeter Array

AOP
ALMA Operations Plan

ARC
ALMA Regional Center

ASA
ALMA Science Archive

CARMA
The Combined Array for Research in Millimeter-wave Astronomy 

CASA
Common Astronomy Software Applications

DSO
Department of Science Operations

EA
East Asia

ESO
European Organization for Astronomical Research in the Southern Hemisphere

EU
Europe

EVLA
Expanded Very Large Array

FAQ
Frequently asked questions

GBT
Green Bank Telescope
GUI
Graphical User Interface
IPT
Integrated Product Team
JAO
Joint ALMA Observatory

JIRA
From Wikipedia: “Rather than an acronym, JIRA is a truncation of Gojira (the Japanese name for Godzilla)”

MOU
Memo of Understanding

NA
North America
NAOJ
National Astronomical Observatory of Japan
NGAS
Next Generation Archive System

NMA
Nobeyama Millimeter Array
NRAO
National Radio Astronomy Observatory
ObsTool
Observing Tool
PdB
Plateau de Bure

PRC
Proposal Review Committee

SMA
The Submillimeter Array

USS
User Support Specialist

VLT
Very Large Telescope

2.2 Related Documents
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	ALMA Archive Subsystem Design
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	Version 6.1, 15 August 2008
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	RD7 
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	Garching_Mar_ 2009_notes.pdf
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	ALMA Helpdesk: Staff Guide
	A. Remijan
	Version A2.4, 25 July 2011
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	RD9 
	Helpdesk Architecture
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	2010 March 30
	



3 High-level Requirements & Principles

3.1 Requirements derived from the ALMA Operations Plan 

The description of the ALMA helpdesk from the ALMA Operations Plan (AOP; RD1) is reproduced verbatim in an Appendix (Section 5). From these we derive the following set of requirements:

RQ-01 ALMA will maintain a user support homepage that will collate information on all its user subsystems, including user documentation, known issues, and “frequently asked questions” (FAQs). This page will also allow direct access to the ALMA helpdesk and Science Portal.

RQ-02 The helpdesk will be accessed through the ALMA Science Portal. 

RQ-03 Support personnel at or under contract to the ARCs will provide the required staffing to respond to helpdesk tickets.

RQ-04 The helpdesk will use a triage system, whereby staff at the ARCs will actively monitor submitted tickets and answer them quickly or assign them to support specialists.  

RQ-05 Each submitted ticket will automatically be logged, receive a time-stamp, and be assigned a unique ID.

RQ-06 The ALMA helpdesk submission facility will immediately provide users with an electronic copy (e.g. email or web form) of the contents of their submitted ticket, which can be used to regenerate the ticket in case it is not received.

RQ-07 The helpdesk will have a worklog area for internal comments that is viewable only by ALMA staff. 

RQ-08 The helpdesk will have a graphical interface for staff (either Java tool or Web-based, for platform independence)

RQ-09 Helpdesk tickets must allow tickets to be reassigned via pull-down menus. 

RQ-010 The helpdesk will have the ability to generate statistics about open and closed tickets.

RQ-011 The helpdesk will have the ability to generate reports about which tickets are open.

3.2 Helpdesk requirements derived from Lessons Learned visits

While investigating the helpdesk workflow, Operations staff made fact-finding trips to several astronomical institutions that run helpdesks (specifically, the Space Telescope Science Institute, the European Organization for Astronomical Research in the Southern Hemisphere, the Spitzer Science Center [RD3], and the NASA Herschel Science Center). From these visits we derive the following set of requirements:

RQ-012 The helpdesk will be available 99.5% of the time.

RQ-013 The helpdesk must have the following capacity:

a. Dozens of simultaneous users

b. Dozens of simultaneous support staff

c. Up to ~250,000 cumulative tickets and all associated meta data.

RQ-014 The ALMA helpdesk will be resistant to SPAM and false tickets.

RQ-015 To ensure that submitted tickets are actually received by helpdesk personnel, automatic acknowledgement of submitted tickets will not be sent to users until the ticket has been seen by human eyes. 

RQ-016 The ALMA helpdesk will allow at least some standard attachments (upload text file or script, pdf, ps, jpg, png, etc.).

RQ-017 If a ticket is marked closed but the user finds the solution inadequate, they must be able to have the ticket reopened (i.e., user need not be required to submit new ticket).

RQ-018 If the chosen system includes the ability to characterize tickets (e.g. problem area, priority, etc.), use it from the start. 

RQ-019 If the chosen system captures communication with users, show correspondences threaded instead of appended (i.e. endlessly quoted). 

RQ-020 The triage queue must be easily transferred between staff. 

RQ-021 Information that may identify the user or user’s institution should not be included in any material that can be seen by other users (e.g. summaries, FAQs). 

3.3 ARC Support of Regional Communities

ALMA is an international partnership, but user support is provided by ALMA Regional Centers which themselves are embedded within other facilities with broader user support obligations (NRAO, ESO and NAOJ). A primary principle of the ALMA Project Plan [RD2] and the AOP is that support of the regional user communities is the purview of the individual Executives. There are (at least) four important implications for this simple principle:

· Each Executive understands what is best for its regional community and should set their own user support standards, as long as these are consistent with the ALMA user support requirements derived from the AOP listed above. 

· Support personnel for the helpdesk are affiliated with a specific ARC; if users do not recognize this fact it could affect their appreciation of the support facilities, which in turn could jeopardize facility funding. This in turn could seriously compromise ALMA user support. A strong identification between the ARCs (or ARC nodes) and the regional communities that they support is therefore very important.

· Support staff for the helpdesk should be managed by and responsible to their regional managers, not personnel at other institutes. The ARC Managers are responsible to the JAO and the other Executives for the collective performance of their ARC. 

· For any facility, it is beneficial to have all user reported issues within a single system/database so that common problems and/or solutions can be identified regardless or source. So while it is desirable to have all ALMA user issues tracked worldwide, it may be just as desirable for the individual observatories (ESO, NRAO, NAOJ) to have a unified helpdesk system/database so that they may likewise identify observatory-wide support issues and generate integrated statistics. 

While these are important concerns, it must also be appreciated that ALMA is an international project and poor performance of one Executive could reflect poorly on them all. It is therefore important to ensure that helpdesk tickets are answered in a timely manner, and that user support issues and solutions are shared throughout the project. 

The AOP specifies that helpdesk tickets will be answered by support staff at the ARCs (RQ-03). There must therefore be a way to direct tickets from the helpdesk to a particular ARC, where a specific support staff member can answer it. One method would be to have a person perform “triage” (review and redirect – see Section 4.1) on the incoming stream of all helpdesk tickets. However the JAO has no user support personnel; these reside at the ARCs, which must have their own triage system. So rather than having ARC staff take turns performing triage on the entire helpdesk queue (in addition to their local triage), we require that there be a way to automatically redirect tickets to a particular ARC.
The ARC to which a users helpdesk queries will be sent will be specified by an entry within their profile in the ALMA Science Portal. It will be selected from among the users “Eligible Affiliations”. User’s “Eligible Affiliations” are automatically inferred from their institutional affiliations. In short, a user is eligible to be affiliated with any region in which they hold a professional post or appointment, or which they are associated with by means of a formal Memo of Understanding (MOU). The eligible affiliations are EU (Europe), NA (North America), EA (East Asia), Chile, or else “Non-ALMA member”. 

Users may have one or more eligible affiliations. For example, a user with a joint position with UCLA and Bonn would have Eligible Affiliations of NA and EU, while a user from Taiwan would have Eligible Affiliations of NA and EA, by virtue of MOUs between Taiwan and EA and Taiwan and NA. For users with more than one eligible affiliation, only a single ARC should be identified at any given time for providing user support. This situation is illustrated in Figure 1.
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Figure 1: Designation of Support ARC

From the above considerations, we derive the following requirements:

RQ-022 All tickets must be automatically assigned to a specific ARC.

RQ-023 Users will designate their preferred ARC for user support from among their “eligible affiliations” in their ALMA Science Portal profile.

RQ-024 Users from non-ALMA member regions may designate any of the three regional ARCs for support.

Once tickets are assigned to an ARC, it is the ARCs’ responsibility to ensure that they are answered appropriately. In accordance with the principles listed above, the ARCs should be allowed considerable discretion in how they handle their user support, including the assignment of tickets to support personnel. In particular, the ARCs should be allowed to use their existing helpdesk facilities and procedures, as long as key ALMA helpdesk requirements are not compromised and the level of user support is not negatively impacted.

Regardless of what other helpdesk systems the Executives operate, the ALMA helpdesk system will be a full functioning helpdesk capable of full user support as detailed in this document. If an Executive elects to handle their user support with an existing helpdesk, it is their responsibility to make sure all relevant information is passed to/entered into the ALMA helpdesk. At a minimum this will include all ticket queries and resolutions, but other requirements follow in the rest of this document. 
3.3.1 Science Portal 
As stated in RQ-02, the ALMA helpdesk will be accessed from the ALMA Science Portal. The ALMA Science Portal is a web-based interface to a number of applications, including the ALMA Science Archive, Phase 1 Manager, etc. There are some choices that will need to be made in order to place the helpdesk within the science portal. The first is whether the helpdesk will require authentication, and the second is whether the helpdesk will be a centralized or distributed application. 

Concerning the first point, support via the ALMA helpdesk should be restricted to potential users, rather than the general public or web-crawling software. Therefore we require users to be registered with a trusted system. The initial trusted system will be the ALMA Science Portal, but may include the user portals of the Executives.

Applications on the portal (and the user portal itself) may be centralized (meaning installed and running on a central server) or distributed (meaning installed and running on several servers, e.g. on servers at each ARC). An example of a centralized application is the shiftlog tool, which accesses data available only in Chile so runs on a central server at the JAO. An example of a distributed application would be the ALMA Science Archive, which retrieves a user’s data from the nearest ARC. Whether the helpdesk is centralized or distributed is a matter of implementation, likely to be driven by requirements such as availability and/or capacity, but it will affect the flow of information through the helpdesk. However, these details will be hidden from users. These considerations lead to the following requirements:

RQ-025 Users must be registered with a trusted system in order to submit a helpdesk ticket. The initial trusted systems will be the ALMA Science Portal and user portals of the Executives (i.e. NRAO/NAOJ/ESO user portals).

RQ-026 If the helpdesk is a distributed application, it must have a similar “look and feel” and functionality (ticket characterization etc.) on all servers.  

3.3.2 







RQ-027 There must be some way (either technical or procedural) for information and metadata to be transferred or shared between the ALMA helpdesk and relevant helpdesk systems of the Executives. “Relevant” means that the sharing of data or resources will provide extra capacity or capabilities for ALMA user support.


4 Helpdesk definitions and Key Concepts

This section defines key concepts and definitions that will be used in describing the helpdesk workflow. While the ARCs are given discretion in how to implement their helpdesks and associated workflow, this section specifies elements of the workflow that are minimally required to meet ALMA user support standards. Workflow of the helpdesk is not explicitly discussed here. The details of it can be found in the ALMA Helpdesk: Staff Guide [RD8].
4.1 Helpdesk Triage and ticket assignments

The AOP uses the concept of “helpdesk triage”. Here, triage refers to assessing the nature of tickets, quickly answering those which are not too involved, and referring more involved tickets to another support specialist. The triage process in each ARC will be managed by an on-duty triage dispatcher. These concepts are summarized below.

Triage: the act of quickly reviewing new tickets in the helpdesk queue to determine which can be answered quickly and which need more involved attention. 

Triage dispatcher: The staff member assigned to conduct helpdesk triage, to quickly answer helpdesk tickets or refer them to a User Support Specialist for a more detailed response. 

A User Support Specialist (USS) is an ALMA employee who is capable of and responsible for providing user support and who can be assigned specific helpdesk tickets to answer. They will be stationed at or under contract to one of the three ARCs.

Each ARC will have a dispatcher performing triage on all tickets assigned to their region. The triage dispatcher should quickly review all new helpdesk tickets. They should differentiate between tickets that can be answered relatively quickly (~15min) from those that require a more detailed response. The latter should be referred to USS’s, while the dispatcher may elect to answer the former. All new tickets should be reviewed by the dispatcher before any are answered, so that urgent or critical tickets do not go unnoticed.

It is up to each ARC to set the operational hours of their helpdesk and to decide how much time the dispatcher should spend answering helpdesk tickets. In periods of heavy helpdesk use (e.g. around proposal deadlines) it is desirable for the dispatcher to reassign most tickets, while they may answer a higher fraction of tickets during quieter periods. 

It is also up to each ARC how tickets will be assigned to individual USS’s. Two popular models are for the dispatcher to directly assign to a specific USS, or to assign to a queue that is monitored by a team of USS’s, with the next available USS picking up the top ticket in the queue. And it is up to each ARC to decide how USS’s will be notified that a new ticket has arrived. If USS’s are assigned by name, an email notification may be sent. If a queue is used, emails may be sent to all USS’s who are supposed to be monitoring the queue. Or the USS’s may be required to have a GUI of the queue open and monitor it every so often. 

RQ-028 The helpdesk must include a means of assigning tickets support personnel, either point-to-point or to queues to which support staff are registered.

RQ-029 The helpdesk will include a means of notifying support personnel that tickets have arrived. 
4.2 Helpdesk Tickets vs. Software “defects”

Users may wish to use the ALMA helpdesk to obtain assistance on a broad range of topics, such as webpage information, documentation, proposal preparation, or with regional ARC questions concerning user support, schools, tutorials, etc. They are also likely to need assistance with the use of one of the end-user software systems, such as the ObsTool, the archive, the pipeline, and CASA, just to name a few. However, a fair fraction of tickets will involve purported problems with the end-user software systems.  It is important to discriminate between general user support queries, and queries that involve incorrect or deficient software behavior, “undocumented features”, and/or “bugs”. The former will be referred to as tickets, while the latter will be referred to as defects (also sometimes “issues”). Only a subset of tickets will be defects. 

Helpdesk Ticket: a description of a problem or query sent from anyone about ALMA or any of its subsystems. This could include ALMA observers, the general public, or ALMA staff. A ticket will consist of all correspondences between the USS and submitter, including attachments, as well as a worklog for recording internal notes that may be useful for other helpdesk specialist. 

Defect report: a specific type of helpdesk ticket believed to be due to an error or deficiency in the software, hardware, or implementation of a specific ALMA software subsystem. Defects include bugs (incorrect software performance) as well as enhancement requests (suggestions of new features or improvements in how features are implemented). 

Each ALMA software subsystem has its own defect reporting or “issue tracking” system for logging erroneous or undesirable software operation or implementation. During ALMA operations, each subsystem should continue to maintain its defect reporting system, and this system should be kept relatively free of general user queries; it should be reserved for true software problems or enhancement requests. The construction Computing IPT has selected the JIRA
 as their issue tracking system. 

It is important that the software developers who are responsible for maintaining and enhancing the ALMA software subsystems spend most of their time improving the software rather than responding to general use queries. Therefore it is a key concept that USSs will verify user-reported software problems before they are sent to the software developers. In general, it is anticipated that users will not have direct access to the subsystem issue tracking systems (although this will be under the control of the software developers), but will submit their problems through the ALMA (or related) helpdesk. 

Some ALMA software problems may be related to the hardware, operating system, or other software (or lack of software) running or installed on the computer.  Before submitting a defect report to software developers, the USS should verify that the user’s computer complies with the supported hardware and software specifications of the ALMA software subsystem under consideration.  This may include, for example, determining the memory available, the version of the operating system, or the version of installed libraries.  Each ALMA software system will maintain a list of supported hardware and software configurations to which USS can refer.
We anticipate that users will also use the ALMA helpdesk to request enhancements for user tools, e.g. to request new features or to suggest what they believe will be an improved implementation. Enhancements dealing with user documentation, material or services posted on the web, etc. will be handled as regular helpdesk tickets. However, helpdesk support staff will be unable to do much about enhancement requests concerning software subsystems. In these cases the USS will use the software subsystems’ issue tracking system to request the enhancement on behalf of the user. Once the enhancement request is created, the ALMA helpdesk ticket should be closed (i.e., it should not be left open pending implementation by the software developers).

RQ-53  Each ALMA software subsystem will maintain a list of supported hardware and software configurations that USS will use when responding to tickets that report software problems.
RQ-54  There must be an issue/enhancement tracking system (most likely JIRA) available to the USS  for each software subsystem for reporting defects or enhancement requests.
The requirements above supersede the original requirements listed below:
RQ-030 All helpdesk tickets reporting a software problem must be verified by a USS to establish that they are not due to user error, improper documentation, or something other than a true software bug. The USS should use a system (operating system, software version, etc.) as close as possible to that used by the submitter, provided it is within supported specification for the software in question. 

RQ-031 Once a USS verifies a user reported software problem, they must submit a defect report on behalf of the submitter using the software subsystem issue tracking system (most likely JIRA). The USS will communicate to the submitter and annotate the helpdesk worklog with the JIRA ticket number and submitted date and any other relevant information. 

RQ-032 After a defect submitted to the JIRA system by a USS on behalf of a user is reported closed by the software developers, the USS will verify that the behavior has been corrected and enter the details into the helpdesk resolution, including the software version or patch containing the fix. 

RQ-033 All helpdesk tickets reporting an enhancement request for a software subsystem (e.g. a requested new feature or a suggested improved implementation) will be submitted by the USS to the software subsystems’ issue tracking system (most likely JIRA) on behalf of the submitter. The USS will note the JIRA ticket number and submitted date and any other relevant information into the helpdesk resolution field, and mark the ticket as closed. 

It may be beneficial for the helpdesk and defect reporting systems to be the same or compatible, so that tickets can be exchanged between the two systems. This would allow the complete worklog to be inherited by the software developers and all work on a ticket to be archived within the helpdesk system. However, this must be traded against other design considerations, so is left as an outstanding design choice. 

4.3 Shared Expertise

We anticipate that tickets will be addressed using a tiered level of support, from general queries requiring little technical knowledge, to detailed queries requiring explicit technical knowledge in a specific area. User Support specialists should have sufficient technical background to address a range of user queries, although it is likely that there will be different levels of experience, as follows:

· Level 1: General support. Capable of providing answers to non-technical helpdesk queries, such as where to find documentation, navigate webpages, where to find something in a cookbook, how to download software or manuals, etc. These questions should be able to be fielded by a trained specialist who need not have a graduate degree. 

· Level 2: Skilled support. General technical questions about radio astronomy techniques, interferometry, general correlator setup, molecular astrophysics, etc. These questions generally require a specialist with a graduate degree. 

· Level 3: Expert support. Specific technical questions of a detailed nature generally requiring the help of a staff member who has specific expertise in radio/mm techniques (polarization, high frequency observing, WVR calibration, complicated correlator setup) or on a specific subsystem (CASA, pipeline, archive, etc). 

It is anticipated that trained non-PhD astronomers will be capable of addressing level 1 questions, and that each ARC scientist/astronomer will be capable of addressing level 1 and level 2 questions and will have one or more areas in which they have some expertise (level 3). Whether or not to implement such a tiered level of support should be individually left up to each ARC. 

It is likely that each ARC will have a mix of support staff with different areas of expertise (level 3). However, each ARC will probably not have the same range and depth of expert knowledge available locally
.  For example, EA may have extensive expertise in the use of the ACA, while NA might have broader CASA expertise and EU broader high-frequency experience. This expertise should be shared across the project. Therefore, there must be some way to define the available expertise in each ARC and have this information available to the other ARCs. Further, there must be a way to reassign tickets originally directed to one ARC to another, if the required expertise is not available locally (see Figure 2). The reassignment of tickets should not be done lightly – in order to provide users with the timeliest response and to not overburden the other ARCs, each ARC should try to answer all helpdesk tickets that they can. 
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Figure 2: Example of the reassignment of a ticket requiring expert support (a “Level 3” or “L3” ticket) from one ARC to another.

These considerations lead to the following requirements:

RQ-034 It is the responsibility of the ARCs to do triage on all ALMA tickets assigned to them.

RQ-035 Whenever possible, helpdesk tickets should be assigned to available User Support Specialists attached to the ARC to which the ticket was originally assigned. Only if the required technical expertise is not available locally should tickets be assigned outside the host ARC. 

RQ-036 There must be a way for the dispatchers in each ARC to reassign tickets requiring a particular technical expertise to an ARC with support personnel possessing that particular expertise. 

RQ-037 It must be possible for the dispatcher to identify areas of expertise throughout the project that are available for duty. This may be from within the helpdesk software or via a shared resource (separate webpage or wiki etc.)

RQ-038 Each ARC must register their available expertise and keep this information updated (e.g. considering employee vacation and travel schedules). 

4.4 Ticket Tracking

Each ARC will be responsible for tracking the status of tickets. The helpdesk should have intuitive displays to see which tickets are unresolved, how long they have been open, and whom they are assigned to. The helpdesk should also allow the display of the number of open and closed tickets assigned to each USS, so that individual USSs are not over-utilized and bottlenecks are identified. The Helpdesk Manager should follow up with the appropriate USS on tickets that are unresolved for too long and with USSs who appear to be unresponsive to users. The rest of the project should have access to integrated statistics for each ARC (total number of open/resolved tickets, average time to resolution, etc.) but without a detailed breakdown by particular ARC staff. 

From the above, we derive the following requirements. 

RQ-039 The helpdesk must provide tools to allow some level of ticket tracking for all submitted tickets, regardless of where they are (re)directed. This should include which tickets are unresolved, how long they have been open, to which ARC they are assigned, and various statistics (e.g. the number open/closed tickets assigned to each ARC, associated with each subsystem, submitted by various types of users, etc.).

RQ-040 For each helpdesk instance at an ARC, the helpdesk software should provide a display of summary statistics by assigned USS.

4.5 Ticket Content & Search Capabilities

We allow considerable leeway in the required ticket content in order that each ARC is allowed to decide the best means for communicating with their user community and managing their helpdesk personnel. This includes the language used when communicating with users. However, it is important that helpdesk support staff be able to search certain fields of all helpdesk tickets both to identify successful solutions to similar queries and to identify areas where users commonly have problems. These searches will be facilitated if all tickets contain some common fields and certain fields are rendered in a common language. 

A ticket consists of all fields with information entered by the system, the user, or the support staff, including attachments. The specification of the ticket structure/content is left up to each ARC to allow for pre-existing helpdesk implementations, but at a minimum should include the items detailed below. 
RQ-041 The ALMA Helpdesk will include at least the following information for each ticket:

a. A query/question field for user reported problems

b. A worklog field(s) for notes entered by the USS

c. A resolution/solution field

d. Any user provided attachments. 

e. A unique ticket number

f. Time of submission

g. User information: user ID (from user portal), name, email, institution

h. Priority, combining Impact (scope) and Urgency (time sensitivity)

i. Status (open, closed, waiting feedback etc.)

j. Relevant technical information such as software version, platform, problem area, etc. 

k. Time of assignment
l. Assigned ARC 

m. Assigned USS

RQ-042 Any helpdesk tickets transferred from a relevant Executive helpdesk system must include all the required ALMA helpdesk information and metadata. 

It is desired but not required that the helpdesk software include the capability for the user and USS to communicate, and to include this dialog with the ticket. If the helpdesk does include such a facility, it is up to each ARC whether to enforce its use (direct communication between the USS and user may be preferred). However, if this information is not automatically captured, then the USS must note any such communication within the ticket worklog area. 

To allow staff worldwide to be able to identify solutions to previously reported helpdesk problems, the helpdesk dispatcher and all USS’s should be able to search certain fields of all helpdesk tickets (Figure 3 demonstrates such a search for both distributed and centralized helpdesk databases). 
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Figure 3a: A USS search on solved tickets in a distributed helpdesk systems.  In this case, a query is sent from wherever it is entered and searches are conducted simultaneously of all of the distributed helpdesk databases. The dotted line shows that it would be possible to simultaneously search an Executives database if the helpdesk was compatible and configured appropriately. 
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Figure 3b: A search on helpdesk tickets in a centralized helpdesk system. In this model, solved tickets are automatically stored back to a central database, upon which all searches are made. 
A related issue is whether to allow users to search tickets submitted by themselves or other users. Most astronomical helpdesk systems do not provide this functionality, so this is not set as a requirement for the ALMA Helpdesk. However such a capability would allow users to identify solutions to common problems, allowing them to more quickly resolve their own problems, resulting in fewer helpdesk tickets. 
At a minimum we require that ALMA will maintain a list of “frequently asked questions” (FAQ) and solutions to all resolved tickets, in English, available from the ALMA Science Portal. Modern commercial helpdesk solutions provide more sophisticated user “self-help” capabilities, and these are described in section 4.6 “Knowledge Base Solutions,” below.
The above considerations lead to the following requirements:

RQ-043 Helpdesk staff worldwide must be able to search certain fields of all resolved helpdesk tickets. At a minimum, these will be the query and resolution fields. 

RQ-044 (PENDING) Knowledgebase articles created from helpdesk solutions will be written in English. The ARC to which the helpdesk ticket is submitted will provide this translation. 

RQ-045 ALMA will make the resolution of all closed tickets available to all users (need not be done by the helpdesk system, but could be), and maintain a FAQ. 

RQ-046 (PENDING) Knowledgebase articles must include all relevant data for understanding the solution, and be kept free from information that identifies the original submitter or their institution.
Knowledge Base Solutions
A key concept prevalent in commercial helpdesk solutions is the idea of “Knowledge Base” solutions (sometimes written “knowledgebase”). A knowledge base refers to a special kind of database used for knowledge management. More specifically, it means that the database is available for computerized searches and automated generation and ranking of information according to any number of criteria (e.g., most accessed tickets, arranged by ticket type, subsystem, priority, etc). A commonly used knowledge base is Google. 

Knowledge base solutions are very powerful for providing users with a wide variety of self-help solutions. Primary among these is the ability for users to search resolutions to earlier helpdesk tickets to see if a solution to their problem is already available, and to thus obviate the need to file a new helpdesk ticket. This provides the user with a quick solution, and leads to less work for the helpdesk staff. Knowledge bases also allow a continuously updated display of most commonly reported problems, which can be further divided by subsystem or category. The ALMA Helpdesk may wish to employ a knowledge base solution. To be of use to users worldwide, all knowledge base articles must be available in a single language, which will be English.  To make finding solution in the knowledge base easy, solutions should be grouped by subsystem or category and include statistical information on popularity (e.g., most frequency viewed solutions).
Due to the nature of astronomical research, it is likely that some information reported in helpdesk tickets will be of a proprietary nature. This information should not be made available to other users. Proprietary and sensitive information should be contained to the fields of the helpdesk ticket, where other users cannot access it.  The knowledge base should expose solutions to all users without sharing proprietary information, and knowledge base solutions should be written so that any user can understand them.  However, helpdesk ticket submitters should be allowed to search all fields of any tickets they have submitted. 

RQ-047 The ALMA helpdesk may provide users with an automated on-line self-help facility. 

RQ-048 The self-help facility must allow helpdesk tickets to be searched, either generally (a la Google), or by specific characteristics (subsystem, submitter, USS, region, etc). 

RQ-049 The self-help facility must allow users to see helpdesk statistics that would enable them to find common solutions. This includes the most popular solutions (subdivided by subsystem), FAQs, etc.

RQ-050 In order to protect user proprietary information, the helpdesk must have fields that are available to and searchable by all helpdesk staff and the submitter(s), but hidden from all other users.

RQ-051 Unsolved tickets should be searchable/viewable by person(s) who submitted them, but not to others.

4.5.1 Overall Purpose and Staff Effort
It is important to remember that the main purpose of the helpdesk is to give users effective help. The information entered into the helpdesk system should primarily serve this goal. A secondary consideration is to have the helpdesk ticket solution available to other support personnel so they might recognize and hence more quickly solve similar problems. 

Experience with helpdesk queries shows that there is a wide range in the exchanges between the user and support staff, from very quick one-line solutions, to long drawn out dialogs involving the exchange of detailed information, figures, scripts, etc. Sometimes this information may be easily generalizable, but other times it may be very specific to the individual observation. A balance must be found between the nature and amount of information that is exchanged with the original submitter, and what is repeated within the resolution field of the ticket. There is the additional consideration that identifying information should be left out of the resolution field, and that some resolutions need to be translated from the original language. 

It is important not to make resolving tickets too onerous for USS. The amount of time spent entering information should be balanced against how useful the information might be to others. Some reported problems might be so specific to an individual project or dataset that it is hard to imagine they would be applicable to other projects. In such cases, a less detailed resolution should suffice.  These considerations lead to the following requirement:
RQ-052 The helpdesk system will make available to support personnel at all ARCs a “Staff Guide” containing guidelines and service rules on answering tickets.
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6 Appendix – Background

6.1 Helpdesk Description from the ALMA Operations Plan 

The main document describing the science operation of the ALMA Observatory is the ALMA Operations Plan (AOP) [RD1]. The “ALMA User Support Homepage and Helpdesk” is described in Section 4.7 of the AOP, which is quoted verbatim below. 

[AOP] 4.7 ALMA User Support Homepage and Helpdesk 
To maximize user accessibility, it is critical that ALMA establish a centralized presence on the Internet. It is not necessary that ALMA information content be centralized, only ALMA information interfaces. 

ALMA shall establish a single-point contact Web homepage. The domain www.alma.cl has been obtained for this purpose. This homepage will provide links to: 
• General system information and status 
• Information about how and when to apply for observing time 
• Information about how to use the Archive, including how to locate and retrieve data

• User software tools and manuals 
• Generic descriptions for ALMA deliverables 
• Off-line data processing modules & documentation 

The Chile-based Department of Science Operations shall maintain this Web site in coordination with the various ARCs. 

ALMA shall establish an e-mail based single-point contact helpdesk system. The proposed address is ScienceSupport@alma.cl.  E-mail to this address will flow to a central server, where it will be time-stamped, logged, and assigned a unique ID automatically. The user will receive an automatic response acknowledging the receipt of the message. 

The Head of Science Operations will work with the ARC Managers to set-up an e-mail monitoring and response process. On a rotating basis, ARC staff will be assigned to helpdesk triage (likely using a “follow the Sun” approach). The assigned triage person will review incoming messages on a regular basis (every few hours during slow periods, several times an hour during peak periods). If possible, the assigned triage person will answer the message and close the event. If not possible, the help request will be re-assigned to an appropriate staff member or ARC. The assignee can re-assign the ticket but in general the triage process should be precise enough to pass help requests to the right person or regional center a very large percentage of the time. The overall procedure must avoid bouncing the user back and forth and must aim at providing the user with a unique and consistent answer. All interactions with users and/or between internal staff members will be logged in a worklog area.  

As resources permit, ALMA should implement the concept of a user portal, i.e. a dynamically created Web page for each user that contains links to dynamically created summaries of all information about that user’s project(s), raw data, and pipeline products in the ALMA Archive. To connect to their pages, users would login from the ALMA user support homepage.  

The construction project will deliver the initial user documentation. The ARCs and the Head of Science Operations will coordinate the maintenance and updating of these documents. All such documents and tools that are common across the entire ALMA community (e.g. the Observing Tool and associated user manual) shall be made available to the community from the Chile Web homepage, with the exception of Archive services. Once Archive services are available from the ARCs, all Archive information and data shall be served from the ARC. 

It is expected that each ARC will want to have its own Web site, to help maintain separate identities and provide region-specific information. Whenever possible, these Web sites should not duplicate information maintained centrally. 
The maintenance of the “User Support Homepage” (also referred to hereafter as “helpdesk interface”) and helpdesk system is a responsibility of the Program Management Group of the JAO Department of Science Operations (DSO), as specified in Section 7.3.1 of the AOP:

[AOP] Section 7.3.1: Much of the user documentation will be delivered by the construction project or the ARCs, and updated content and cookbooks will be generated by the ARCs, but this material should be collected and served from a central server maintained by the DSO. The Program Management group is responsible for maintaining the central ALMA User Support homepage and helpdesk, through which ALMA proposal information, user documentation and helpdesk will be served (Section 4.7). 

While the DSO maintains and serves user documentation and the helpdesk interface, the manning of the helpdesk and answering of user queries falls upon the ALMA Regional Centers (ARCs), as specified in Chapter 11 of the AOP: 

[AOP] Chapter 11: The local ARCs shall be the primary interface between the user communities and the Joint ALMA Observatory. Most communication between users and the observatory will go through the ARCs.

The specific helpdesk tasks assigned to the ARCs are described in Section 11.2.3 of the AOP:

         [AOP] Section 11.2.3:
• Help-desk Triage: ARC astronomers shall take turns performing help-desk triage (Section 4.7). 

The assigned triage person will review incoming messages on a regular basis (every few hours 

during slow periods, several times an hour during peak periods). If possible, the assigned triage 

person will answer the message and close the event. If not possible, the help request will be re- 

assigned to an appropriate JAO staff member or ARC. Estimated effort: 2hr per day per ARC. 

Total required effort: 66 workdays per year per ARC.  

• Off-line and Data Reduction helpdesk support: This depends on the number of projects that 

require support, and the definition of what constitutes a project. Here we take a different approach, 

in that ALMA will rarely observe more than 2 hours in hour angle from the target source. We 

consider +/−2 hrs or 4 hrs of data to be a chunk of data. Assuming a 80% on-source science duty 

cycle implies 1752 data chunks per year, proportionally spread across the ARCs. We estimate that 

50%/45%/5% of the data chunks will require 0hr/4hr/12hr of support (including time to email 

back and forth with observers and Chilean staff and document problems and resolutions). Total required effort: 197 workdays EU/NA, 131 workdays EA.  

• General Regional Support: respond to general queries from regional users, not concerning 

specific observing programs. Estimate 1 hr per day per ARC. Total required effort: 33 workdays 

per year per ARC. 

6.2 Helpdesk requirements derived from Operations Requirement document

The “Operations Requirements and Specification on the Computing IPT” document (OpsReq) [RD4] lists the following requirement for the ALMA helpdesk:

11.8.7  User support ("helpdesk") management

Priority: 1

Source: [OIMC] p2, [OpsPlan] 4.7 [p.41-42]

MainSubsystem: Management

Related to the SPR/SCR management system (see 11.8.1, Problem reporting, maintenance tracking)  is the user support management system.  

[Material quoting AOP deleted; this is repeated in Section 5.1 above]

This helpdesk system has the following general characteristics:

· Central server

· Graphical interface for staff (either Java tool or Web-based, for platform independence)

· Can re-assign help requests via pull-down menu

· Private (internal to ALMA) worklog area

· Ability to have multiple interactions with user

· Ability to generate statistics about open and closed tickets

· Ability to generate reports about which tickets open.

In general, we accept the above descriptions of the ALMA Helpdesk as top-level design specifications. However, our fact-finding tours (see “Lessons Learned” in Section 3.2) do suggest some modifications to the above, as detailed in the next subsection. 

6.3  Deviations from the ALMA Operations Plan Specifications

Based on fact-finding tours to several astronomical institutions that run helpdesks (specifically, the Space Telescope Science Institute, the European Organization for Astronomical Research in the Southern Hemisphere, and the Spitzer Science Center) and on institutional practices of the Executives that were not fully considered in writing the AOP, we no longer adopt three of the helpdesk characteristics specified above, as follows:

[AOP] Section 4.7 “ALMA shall establish an e-mail based … helpdesk system”: An email based helpdesk system is highly susceptible to SPAM. Employing no filtering will result in hundreds or thousands of false tickets per day. And any level of spam filtering will also run the risk of removing legitimate helpdesk tickets. Further, email-only submissions do not allow a user-based characterization of the ticket (useful for searching tickets later) and may result in too little information  (e.g., operating system, software version) being reported for certain types of problems. Therefore we choose to remove this requirement to allow the selection of non-email-only solutions, such as a web-based submission. It is hard to believe that users would have access to the internet for emails, but not for a web browser. 

[AOP] Section 4.7 “The user will receive an automatic response acknowledging the receipt of the message”: based on our fact-finding and personal experience with the CASA proto-helpdesk, we have learned that automatic email acknowledgements of email receipt is dangerous – a notification may be sent even though no human has ever set eyes on the ticket. Instead, we recommend that an email be sent to the user when the ticket is sent, containing the contents of the ticket so the user can resubmit if necessary. The on-line system should notify users that they should receive an email notification, not that the on-line system has sent their ticket – we have had cases of browsers displaying such notifications without actually doing anything else. An additional email could be sent acknowledging the receipt of the ticket by a helpdesk dispatcher if desired. 

[OpsReq] Section 11.8.7 “helpdesk system has… [a] central server”: Discussions concerning the ALMA Archive and Science Portal (see “Notes from Science Operations face-to-face meeting with Computing IPT, Mar 29-Apr 3 2009 at ESO, Garching” by Mark Rawlings, distributed 4/17/2009, especially the discussion during Session 5) highlight the benefits of using a “transparent distribution”, whereby an application is hosted on multiple servers, and the user is silently directed to one of them (often the closest in terms of web connectivity) from a common link. This increases the availability and capacity of the service, and may have other benefits. This type of set-up is required for the ALMA Archive, so that data can be transferred from the nearest ARC. So while there should be a central access point for users to get to the ALMA Helpdesk, the helpdesk application itself might be run on multiple servers. The decision should be based on other requirements in this document. 

7 Appendix - Gap Analysis
Based on review of these requirements, and the results of user testing, the helpdesk software solution “SupportSuite” developed by Kayako Infotech Ltd. was selected. This software package does not address all requirements, but does address the most critical ones.  
SupportSuite has been implemented as a centralized helpdesk system and is in use at all three ARCs as of the latest revision of this document. The table below contains the results of gap analysis testing of SupportSuite completed in March 2010.
	Req #
	Note
	In Scope for E2E Test
	Resolution

	RQ-01
	 
	N
	To be implemented in Science Portal

	RQ-02
	 
	N
	To be implemented in Science Portal

	RQ-03
	 
	N
	Procedural

	RQ-04
	Use Kayako templates to mask first level of triage for each ARC. Use staff-dept permissions to mask 2nd level.
	Y
	Built-in

	RQ-05
	 
	Y
	Built-in

	RQ-06
	When ticket is submitted by user, a confirmation page appears.
	Y
	Built-in

	RQ-07
	“Add note” function on ticket management page
	Y
	Built-in (Notes Field)

	RQ-08
	 
	Y
	Built-in

	RQ-09
	 
	Y
	Built-in

	RQ-10
	Basic level provided in Reports: Department Summary. Kayako v3 does not provide adequate statistics
	Y
	Develop in-house custom statistics until Kayako v4 is available. (completed)

	RQ-11
	Provided in "View All". Kayako v3 does not provide adequate reports
	Y
	Develop in-house custom reports until Kayako v4 is available. (completed)

	RQ-12
	Timeline: Before first deployment (June)
	N
	Suggest revising availability requirement to 99.5% (completed)

	RQ-13
	Kayako uses a MySQL database - should be robust. From the MySQL reference manual: "Support for large databases. We use MySQL Server with databases that contain 50 million records."
	a. Y
	To be confirmed

	
	For web load testing, use JMeter.
	b. N
	

	
	Before first deployment (June)
	c. N
	

	RQ-14
	Do not accept e-mail tickets. Remove self-registration widget from support page.
	N
	Built-in

	RQ-15
	Kayako does not present confirmation page until or send autoresponse until ticket is actually in the system.
	Y
	Built-in (ensure initial confirmation is NOT sent?)

	RQ-16
	 
	Y
	Built-in

	RQ-17
	This is an optional setting in Kayako. We prefer that USS marks ticket as "resolved” and ticket auto-closes after delta-T unless user responds. User must reject "Resolved" status with update as to reason
	Y
	Built-in

	RQ-18
	 
	Y
	Built-in: categorization using Kayako "departments"

	RQ-19
	Configure in Kayako
	Y
	Built-in

	RQ-20
	 
	Y
	Built-in: use staff group permissions to implement triage queue.

	RQ-21
	Users can only see their own tickets.
	Y
	Built-in

	RQ-22
	 
	Y
	Use Kayako "template groups" to automatically associate tickets with the correct ARC.

	RQ-23
	 
	N
	To be implemented in Science Portal

	RQ-24
	 
	N
	To be implemented in Science Portal

	RQ-25
	 
	Y (no portal yet)
	To be implemented in Science Portal

	RQ-26
	Use Kayako templates for front-end customization
	N
	Built-in

	RQ-27
	 
	Y
	Several options: see Helpdesk Architecture document

	RQ-28
	 
	Y
	Built-in

	RQ-29
	Use ticket alerts
	Y
	Built-in

	RQ-30
	Superseded by RQ-53
	N
	Procedural

	RQ-31
	Superseded by RQ-54 
	Y but like RQ-33
	Procedural

	RQ-32
	Removed (purely procedural)
	N
	Procedural

	RQ-33
	Superseded by RQ-54
	Y like RQ-31 but ticket closure based on Jira opening may be unacceptable
	Procedural

	RQ-34
	 
	Y
	Procedural

	RQ-35
	 
	Y
	Procedural

	RQ-36
	The amount of customization required depends on the architectural option selected.
	Y
	See helpdesk architecture document

	RQ-37
	 Can we see how is logged on?
	Y
	Built-in

	RQ-38
	 
	Y
	Procedural

	RQ-39
	Ticket response times can be monitored according to Kayako Service Level Agreements
	Y
	Built-in

	RQ-40
	Kayako v3 does not provide adequate reports
	Y (must be done manually for each USS)
	Develop in-house custom reports until Kayako v4 is available. (completed)

	RQ-41
	 
	a: Y
	Use a combination of built-in and custom fields.

	
	
	B: Y
	

	
	
	c: Y
	

	
	
	d: Y
	

	
	
	e: Y
	

	
	
	f: Y
	

	
	
	g: Y, but will change with portal subordination
	

	
	
	h:Y Priority (https://staff.nrao.edu/wiki/bin/view/OSO/OsoHelpdeskPriority procedural)
	

	
	
	i: Y
	

	
	
	j: Y (custom fields as needed)
	

	
	
	k: Y in worklog
	

	
	
	l: Y
	

	
	
	m:Y
	

	RQ-42
	The amount of customization required depends on the architectural option selected
	Y
	Possible solutions: see helpdesk architecture document

	RQ-43
	 
	Y for KB and for consolidated HD, but not for federated architecture due to access concern
	Knowledgebase articles can be shared among ARCs. Tickets searches are restricted to staff with department permissions.

	
	
	
	

	RQ-44
	Need to install and test Japanese language pack. Will work with Hiroshi at NAOJ.
	N
	Procedural

	RQ-45
	 
	Y but only for KB release
	Knowledgebase articles can be shared with users. Tickets are viewable only by the user who submitted the ticket.

	
	
	
	

	RQ-46
	 
	Y but only for KB release
	Procedural. See RQ-45

	
	
	
	

	RQ-47
	Knowledgebase articles provide contextual help as the user enters ticket data.
	Y but only for KB release
	Built-in

	RQ-48
	 
	Y but only for KB release
	Only Knowledgebase articles are searchable by users. See RQ-45

	RQ-49
	 
	Y but only for KB release
	Only Knowledgebase articles are searchable by users. See RQ-45

	RQ-50
	Use Knowledgebase articles
	Y
	Procedural

	RQ-51
	Tickets are viewable only by the user who submitted the ticket
	Y
	Built-in

	RQ-52
	Recently added requirement (2011-08-28), not tested during last E2E test
	N
	Staff Guide made available to all ARCs on Jan 1, 2011.

	RQ-53
	Replaces RQ-30, taking out procedural aspects
	N
	

	RQ-54
	Replaces both RQ-31 and RQ-33
	N
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RQ-053 
RQ-054 
RQ-055 
RQ-056 
RQ-057 









� https://safe.nrao.edu/wiki/bin/view/ALMA/NAASC/NAASCDataAnalysts


� From Wikipedia: “Rather than an acronym, JIRA is a truncation of �HYPERLINK "http://en.wikipedia.org/wiki/Gojira"��Gojira� (the Japanese name for �HYPERLINK "http://en.wikipedia.org/wiki/Godzilla"��Godzilla�)”


� Locally here refers to being within the ARC’s support network, which may be geographically distributed.
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